
 

176 

Teknomekanik, Vol. 7, No. 2, pp. 176-184, December 2024 
e-ISSN: 2621-8720   p-ISSN: 2621-9980 

 

©
 T

he
 A

ut
ho

r(
s)

  
P

ub
lis

he
d 

by
 U

ni
ve

rs
it

as
 N

eg
er

i P
ad

an
g.

 
T

hi
s 

is
 a

n 
op

en
-a

cc
es

s 
ar

ti
cl

e 
un

de
r 

th
e:

 h
tt

ps
:/

/
cr

ea
ti

ve
co

m
m

on
s.

or
g/

lic
en

se
s/

by
/

4.
0/

 
 

Classifying four maturity categories of coffee cherry using CNN-VGG19 
 

Dominic Olango Cagadas1, Dwi Sudarno Putra2*, Kristine Mae Paboreal Dunque1 and 
Meri Azmi3 
 
1 Department of Electronics Technology, University of Science and Technology of Southern 

Philippines, Philippines 
2 Department of Automotive Engineering, Faculty of Engineering, Universitas Negeri Padang, 

Indonesia 
3 Department of Information Technology, Politeknik Negeri Padang, Indonesia 
 
* Corresponding Author: dwisudarnoputra@ft.unp.ac.id    
Received August 08th 2024; Revised December 23rd 2024; Accepted December 25th 2024 
 

   Cite this https://doi.org/10.24036/teknomekanik.v7i2.31072  

 

Abstract: The local coffee farmers employ manual inspection to identify the maturity of coffee 
cherries that are inefficient in labor and time. Thus, the objective of this study is to develop a CNN-
VGG19 algorithm model that can accurately detect the maturity image of coffee cherry samples, 
and classify them into: unripe, semi-ripe, ripe, and overripe categories. The proposed solution will 
provide local coffee farmers with an automated and more accurate classification of the quality of 
coffee cherries. The visual geometry group-19 was employed to increase the object recognition 
model performance of the proposed algorithm while maintaining higher accuracy and quicker 
throughput, thus increasing revenues. The images are utilized as training and test set data. They 
were then processed by using the feature extraction of CNN-VGG19 deep learning model, and got 
four coffee cherry maturity classes. The model architecture attained a 90.00 % accuracy. 
Furthermore, the increase in both the validation and training accuracy graph with a corresponding 
decrease in both the validation and training loss graph propounds that the model performance has 
improved. 
 
Keywords: coffee fruit; convolutional neural network; image processing; object detection; visual 
geometry group 

 
1. Introduction 
 
Coffee is the most valued and profitable beverage commodity traded on the global market with over 
2 billion cups of coffee consumed every day around the world. It increases the consumption of 
coffee and the demand for high-quality coffee beans year by year [1]. According to Statistica on 
Global Coffee Consumption, around 166.63 million 60-kilogram bags of coffee were consumed in 
2021, which is an increase from the 164.00 million bags marketed in 2020. Coffee is grown in 50 
countries along the equatorial “The Bean Belt” zone. Interestingly, the Philippines lies within this 
favorable climatic condition location with a current 37,000 metric tons of average annual coffee 
cherries harvest. Referred to as cherries, the fruit is initially green and turns bright and deep red 
when it is ready for harvesting. Traditionally, the coffee cherries are harvested by hand through one 
of two strategic ways: either strip picking or selective picking [2]. 
 
Strip picking is usually done either by hand or machinery off the branches at one time. The harvested 
produce may not achieve the desired quality taste of coffee. It is because of the mixture of unripe, 
semi-ripe, ripe, and overripe cherries that require further sorting or will result in ununiform 
drying. This is a preferred method because it is quick and convenient, but it needs an expensive 
investment for the mechanical stripping. In addition to the high cost, the following important 
factors are considered to use the machinery: the topography of the land and the physiognomy of the 
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coffee plants. Whereas, selective picking is the process of handpicking only the perfectly mature 
and ripe coffee cherries from the whole tree, leaving the unripe, semi-ripe, or overripe ones 
unharvested. The harvested coffee meets the quality standard due to the consistent maturity of the 
cherries. However, this strategy is costly because requires several labor-intensive picking rounds. 
They rotate among the trees 5 or even 10 times to choose the cherries which are at the peak of their 
ripeness.  
 
The harvest of immature cherries in the production of coffee is associated with caustic, 
monotonous, or astringent sensory attributes [3]. When cherries are fresh and ripe-harvested, they 
tend to produce a cup of coffee with a clean floral tea-like clarity such as jasmine or hibiscus, and 
mild sweetness, that resonates like raw honey or similar to sugar cane juice. Moreover, beans from 
coffee berries at the green-cane maturity presented more dry matter and lower yield compared to 
the fully ripe coffee cherry [4], [5]. The most common approach used for detecting coffee cherries’ 
quality is the Convolutional Neural Network (CNN), which showed excellent results in the area of 
object detection and classification [6], [7]. A previous study verified its findings through an intricate 
colorimetric analysis using the physicochemical features associated with the coffee cherry maturity 
classification [8]. Another study implemented an algorithm model based on computer vision 
technique to detect, classify, and map coffee cherries into three catagories only: unripe, ripe, or 
overripe coffee cherries [9]. However, the results required higher accuracy [10]. 
 
Therefore, the objective of this study was to develop and implement a CNN algorithm model that 
detects and classifies the percentage recognition based on the image maturity of the 4 categories: 
unripe, semi-ripe, ripe, and overripe cherries with higher recognition accuracy. Specifically, it aims 
to determine the accuracy percentage of coffee cherry among unripe, semi-ripe, ripe, and overripe 
classifications by the use of image processing. Thus, it assists the local farmers in the Philippines to 
automate the inspection of the coffee cherries.  
 
2. Material and methods 
 
This section condenses the detailed process and conditions of obtaining the data images. It also 
outlines the deep learning model architecture, the classification structure, and the evaluation 
criteria and metrics used to assess the performance of the proposed coffee cherry maturity 
assessment framework. This includes accuracy, precision, recall, F1 – score, and some domain 
analysis calculations. 
 
2.1 Image acquisition 
 
The 356 sample images were collected and classified by the expert coffee farmers into 4 different 
categories. These images were adjusted in alignment with the system’s requirements. The coffee 
farmers sorted the fruit by observing the color of the epidermis of the coffee cherries (Figure 1). 
 

 
 
Figure 1. Various coffee cherries color harvested 
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2.2 Proposed model for classifying coffee cherry maturity 
 
The proposed model consists of collected coffee cherry images both from the internet and in a real-
time coffee farm, image pre-processing, convolutional neural network – visual geometry group – 
19 convolutional weight layers CNN – VGG - 19 algorithm model, and confusion matrix 
assessment [11]. Where the cherry maturity evaluation is divided into training and classification 
(Figure 2).  
 

 
 
Figure 2. Proposed model 
 
2.3 Maturity detection and classification of coffee cherry 
 
The VGG was employed to increase the object recognition model performance of the proposed 
algorithm while maintaining higher accuracy and faster throughput turnover (Figure 3). From the 
input sampled coffee cherries, the convolutional layer generated a feature map by applying a filter 
that scanned the image. Then, the pooling layer scaled down the data recreated by the convolutional 
layer and effectively stored it. The sample images were resized to the preset proportion to increase 
the detection accuracy. This down-sampling stage improved the anti-distortion ability, retained the 
main features of the sample images, and reduced the number of characteristic parameters. The fully 
connected input layers flattened the outputs into a one-dimensional data vector and applied weights 
over the inputs produced by feature analysis. Accordingly, the fully connected output layer 
fabricated the final probabilities in determining the output image classes as Y_1= unripe, Y_2= 
semi-ripe, Y_3= ripe, and Y_4= overripe [12]. The convolution method integrates the three 
signals of interest: input, impulse response, and output. Whereas, a rectified linear unit as a 
piecewise linear function allowed the model to learn faster. Therefore, it performs better. Further, 
the pooling operation entailed an aggregating feature on the function map within the filter’s area 
and utilized a flattening process to build a single long resulting function vector. 
 

 
 
Figure 3.  CNN-VGG 19 
 
The implementation of the CNN-VGG 19 system model follows the algorithms: 
 
a. The system model and date set size were loaded, wherein, the images of the different 

maturities of coffee cherries for training, testing, and validation were arbitrarily reorganized. 

COFFEE CHERRY 

FRUIT SAMPLES
IMAGE RESIZING

CNN VGG19 

MODEL

CHERRY 

MATURITY 

TRAINING AND 

CLASSIFICATION
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b. A function was set up to freeze the initial layers of VGG-19, which extracted the features and 
labels of the coffee images. It allowed the model to apply transfer learning. 

c. The right data shape was configured to resonate the dimensions of the selected dataset. 
d. An image binary category was concluded from the extracted features and labels of the coffee 

cherries. 
e. The image classifier was built that visualized the model learned using the accuracy and loss 

metrics. 
 

2.4 CNN-VGG 19 model 
 
The VGG model consists of 19 weighted layers, with 16 convolutional layers, 5 max-pooling layers, 
and 3 fully connected layers. The 16 convolutional layers learned hierarchical visual feature 
representations while the 5 max-pooling layers reduced the spatial dimensionality of the featured 
image data maps. The 3 fully connected layers along with the transfer learning performed the 4 
prediction tasks. The coffee cherry data images were resized into 224x224 pixels and were labelled 
into 4 groups for the CNN-VGG 19 model.  
 
Sample images were then fed to the system model after being processed. Then, the VGG19 
framework was trained. The fully connected input layers were replaced with a value of 128 for 
smooth and refined tuning. The Softmax classifier was substituted with four maturity classes as 
needed in the data analysis. The proposed system model had almost 26 layers, each with a different 
number of convolution and max pooling layers and provided more training parameters. 
Consequently, it gives a huge pool of training parameters. This deep learning model produced high-
accuracy [6], [12], [13]. 
 
2.5 Performance evaluation criteria 
 
The classification accuracy is the ratio between the total number of predictions produced and the 
number of right predictions made. The precision rate evaluates the accuracy with which a class is 
determined. Recall or rate of sensitivity reflects the classifier’s capacity to predict the class 
correctly. The F1 score defines the harmonic sensitivity and accuracy value of the model. Whereas, 
the specificity rate demonstrates the classifier’s separation abilities. The confusion matrix shows the 
ratio between the predicted and the actual classes. All the assessment indicators to measure the 
success of the classification model apply the basic terms from the confusion matrix, true positive 
(TP), false positive (FP), true negative (TN), and false negative (FN), with the following statistical 
equations [14],[15]: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ∶
(𝑇𝑁+𝑇𝑃)

(𝐹𝑃+𝑇𝑁+𝑇𝑃+𝐹𝑁)
     (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∶  
𝑇𝑃

(𝐹𝑃+𝑇𝑃)
      (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 ∶  
𝑇𝑃

(𝐹𝑁+𝑇𝑃)
      (3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 ∶  
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     (4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑦 ∶  
𝑇𝑁

𝐹𝑃+𝑇𝑁
      (5) 

 
 

3. Results and discussion  
 
The proposed classification solution is simple and can learn robust visual features. Whereas, the 
classification prediction encapsulated the evaluation of the study’s performance on the held-out test set. 
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3.1 Accuracy and loss of CNN-VGG-19 model   
 
After the test image simulations were done, it returned an overall accuracy of 89.71 %. The system 
loss, along with the model accuracy, between train, and validation were laid out in Table 1. 
 
Table 1. CNN-VGG19 model classification report 
 

Class Precision Recall F1 Score Support 

Class0 (Unripe) 0.93 0.88 0.90 16 
Class1 (Semi-Ripe) 0.89 0.94 0.82 18 
Class2 (Ripe) 0.88 0.92 0.91 22 
Class3 (Over-Ripe) 0.93 0.82 0.87 17 

Average 0.91 0.90 0.90 73 

 
Table 1 outlines the classification report for the CNN VGG19 with the four maturity catagories: 
Class_0 = unripe, Class_1 = semi-ripe, Class_2 = ripe, and Class_3 = overripe evaluated 
categories. The model architecture attained a 90.00 % average accuracy, this value represented the 
percentage of the number of coffee cherry images that were correctly predicted from the total 
number of predictions. Table 1 shows that Class_2 = ripe has a recall rate of 92.00 %, wherein, it 
resonated a high percentage of ripe coffee cherry images classified as true ripe cherries from the 
total number of samples. The proposed CNN-VGG19 has an F1 Score of 0.91 that returned both 
high Precision and Recall rates. The classification ability of the system can accurately capture and 
evaluate true, ripe matured coffee cherries. The performance analysis of the system in accuracy 
(Figure 4) and loss graphs (Figure 5).  
 

 
 
Figure 4. Training and validation accuracy 
 
The increase in both the validation and training accuracy graphs with a corresponding decrease in 
both validation and training loss graphs, respectively, propounded that the model performance had 
improved. 
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Figure 5. Training and validation loss 
 
The confusion matrix of the proposed model where classes 0-3, designated as unripe, semi-ripe, 
ripe, and over-ripe coffee cherries (Figure 6). Thus, validated that the fruit classification was 
performed precisely among the four maturity categories, with an 87.14 % entire accuracy. It is 
shown that in Class_0 = unripe, 14 samples were predicted out of 16 images, and 2 samples were 
identified as Class_1 = semi-ripe. In the Class_1 = semi-ripe column, 17 samples were predicted 
out of 18 images and 1 sample was identified as Class_0 = unripe. While in the Class_2 = ripe 
group, 21 samples were predicted out of 22 images and 1 sample was identified as Class_3 = over-
ripe. Lastly for the Class_3 = overripe section, 14 were predicted out of 17 images and 3 samples 
were identified as Class_2 = ripe. 
 

 
 
Figure 6. Confusion matrix 
 
3.2 Classification prediction 
 
Table 2 summarises the different maturity classification findings. It tested the system to each 
maturity class whenever an input coffee cherry image was fed. The system will either return P or 
NP as a classification evaluation status. 
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Table 2. Classification predictions 
 

 
Image Under 

Test 
Class0 

(Unripe) 
Class1 

(Semi-Ripe) 
Class2 
(Ripe) 

Class3  
(Over-Ripe) 

Unripe 

 
P NP NP NP 

 
P NP NP NP 

 
P NP NP NP 

Semi-ripe 
 

NP P NP NP 

 
NP P NP NP 

 
NP P NP NP 

Ripe 

 
NP NP P NP 

 
NP NP P NP 

 
NP NP P NP 

Over-ripe  
NP NP P NP 

 
NP NP NP NP 

Legend: 
P – Correct Prediction 
NP – Incorrect Prediction 
 
4. Conclusion  
 
This study used the CNN-VGG19 model in detecting the coffee cherries' maturity and replacing 
the two completely connected layers and SoftMax classifier with 128 fine-tuning frames and four 
maturity classes. The developed CNN-VGG19 model was used to compare the efficient and 
accurate results. The test image simulations were done and returned an overall accuracy of 89.71 
%. The ongoing work attempted to improve the model accuracy to 90.00 % and increased the 
classification into 4 categories while maintaining a decrease in the training time. It successfully 
implemented the coffee cherry quality identification system by image processing. Thus, the 
proposed model was effective in using a single deep-learning CNN-VGG19 model for classification 
with reduced decision time. 
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